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ABSTRACT

Studies on the dynamics of solar filaments have significant implications for understanding their

formation, evolution, and eruption, which are of great importance for space weather warning and

forecasting. The Hα Imaging Spectrograph (HIS) onboard the recently launched Chinese Hα Solar

Explorer (CHASE) can provide full-disk solar Hα spectroscopic observations, which bring us an op-

portunity to systematically explore and analyze the plasma dynamics of filaments. The dramatically

increased observation data require automate processing and analysis which are impossible if dealt with

manually. In this paper, we utilize the U-Net model to identify filaments and implement the Channel

and Spatial Reliability Tracking (CSRT) algorithm for automated filament tracking. In addition, we

use the cloud model to invert the line-of-sight velocity of filaments and employ the graph theory algo-

rithm to extract the filament spine, which can advance our understanding of the dynamics of filaments.

The favorable test performance confirms the validity of our method, which will be implemented in the

following statistical analyses of filament features and dynamics of CHASE/HIS observations.

Keywords: Solar filaments — Convolutional neural networks — Astronomy image processing

1. INTRODUCTION

Solar filament is one of the typical solar activities

in solar atmosphere, which is about 100 times cooler

and denser than its surrounding corona (Labrosse et al.

2010). They are observed as dark elongated structures

with several barbs, but are seen as bright structures sus-

pended over the solar limb called prominences (Vial &

Engvold 2015). Filaments are always align with pho-

tospheric magnetic polarity inversion line (PIL), where

the magnetic flux cancellation often takes place (Mar-

tin 1998; Vial & Engvold 2015). Filaments sometimes

undergo large-scale instabilities, which break their equi-

libria and lead to eruptions. There is a close relation-

ship among the erupting filaments, flares, and coronal

mass ejections, which are different manifestations of one

physical process at different evolutionary stages (Gopal-

swamy et al. 2003). Therefore, the study of the forma-

tion, evolution and eruption of filament is not only of
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great significance to understand the essence physics of

solar activities, but also of practical significance for ac-

curately predicting the hazardous space weather (Chen

2011; Chen et al. 2020).

Filament are usually observed by ground-based so-

lar Hα telescopes around the world, such as Meudon,

Big Bear, Kanzelhöhe, Kodaikanal, and Huairou. These

telescopes have been the work horses of most of the cur-

rent knowledge on filaments (Chatzistergos, Theodosios

et al. 2023). To study the mechanisms of solar erup-

tions and the plasma dynamics in the lower atmosphere,

the Chinese Hα Solar Explorer (CHASE; Li et al. 2019,

2022) was launched into a Sun-synchronous orbit on Oc-

tober 14, 2021. The scientific payload onboard CHASE

is the Hα Imaging Spectrograph (HIS; Liu et al. 2022),

which can provide solar Hα spectroscopic observations.

It brings us an opportunity to systematically explore and

analyze the plasma dynamics of filaments in details. At

the same time, the data volume of CHASE/HIS observa-

tions has dramatically increased, which also brings chal-

lenges to efficiently process such huge amount of data.

In order to statistically obtain the filament features,

Gao et al. (2002) developed an automated algorithm
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combining the intensity threshold and the region grow-

ing method. Since then, a number of automated filament

detection methods and algorithms based on classical im-

age processing techniques have been developed in the

past decades (Shih & Kowalski 2003; Fuller et al. 2005;

Bernasconi et al. 2005; Qu et al. 2005; Wang et al. 2010;

Labrosse et al. 2010; Yuan et al. 2011; Hao et al. 2013,

2015). Shih & Kowalski (2003) adopted local thresh-

olds which were chosen by median values of the image

intensity to extract filaments. However, this kind of

threshold selection cannot guarantee robust results since

the bright features on images can significantly affect the

value of the thresholds. To overcome this problem, some

authors have developed the adaptive threshold meth-

ods (Qu et al. 2005; Yuan et al. 2011; Hao et al. 2015).

Particularly, Qu et al. (2005) applied the Support Vec-

tor Machine (SVM) technique to distinguish filaments

from sunspots. The development of graphics process-

ing unit (GPU) and machine learning in recent years

brings a powerful set of techniques which drive inno-

vations in areas of computer vision, natural language

processing, healthcare, and also in astronomy in the re-

cent decade (Smith & Geach 2023; Asensio Ramos et al.

2023). Artificial neural networks, especially the convo-

lutional neural networks (CNNs) have been leading the

trend of machine learning on the feature segmentation

for years since AlexNet (Krizhevsky et al. 2012). Re-

cently, CNNs are widely adopt to automated detect fila-

ment, and they have been proven to have a high perfor-

mance (Zhu et al. 2019; Liu et al. 2021; Guo et al. 2022).

Zhu et al. (2019) developed an automated filament de-

tection method based on the U-Net (Ronneberger et al.

2015), a kind of deep learning architecture,which has an

excellent performance in semantic segmentation since it

can gain strong robustness even from a small data set.

Their test performance showed that the new method

can segment filaments directly and avoid generating seg-

mentation with a large number of noise points as clas-

sical image processing method. A filament may be split

into several fragments during its evolution. To figure

out whether they belong to one filament is crucial for

the study of filament evolution. Many authors adopted

morphological operations, the distance criterion and the

slopes of the fragments (Shih & Kowalski 2003; Fuller

et al. 2005; Bernasconi et al. 2005; Qu et al. 2005; Hao

et al. 2013, 2015). However, these thresholds for dis-

tance or angles do not always work. Guo et al. (2022)

proposed a new method base on deep-learning instance-

segmentation model CondInst (Tian et al. 2020, 2023)

to solve the fragment problems. Since such methods

are supervised machine learning methods, we have to

first provide data set with filament labeled. The labeled

data are usually obtained by manually annotating the

ground-based Hα images, which cannot maintain the

consistence and accuracy of labelling. Thanks to the

CHASE mission for providing the seeing-free Hα spec-

troscopic observations, we can get the precise boundaries

of filaments for training the deep learning models.

In this paper, we developed an efficient and robust

automated detection and tracking method for filament

observed by CHASE. Figure 1 shows the flowchart of

our method consisting of three parts: data preparation,

filament detection, and filament tracking. In Section 2,

we describe the data preparation, including the filament

labeling, calibration for image data, and other necessary

adjustments. The pipelines for the automated detection

and tracking system are descried in Section 3 and 5,

followed by the description of performance, respectively.

Section 4 is dedicated to the inversion of line-of-sight

velocity and filament spine extraction. Discussion and

conclusions are given in Section 6.

2. DATA PREPARATION

The CHASE/HIS implements raster scanning of the

full solar disk within 60 seconds at the wavebands of

Hα and Fe I with a spectral sampling of 0.048 Å and a

pixel resolution of 1.04′′ in the binning mode (Qiu et al.

2022). Although our detection and tracking method are

based on the Hα line center images, the high quality Hα

spectral information allows us to get the precise bound-

aries of filaments by spectral classification for training

the deep learning models. As shown in Figure 1, be-

fore the filament detection and tracking, we proposed a

series of preprocessings to build a data set for training

and testing the deep-learning model. First, we used a

second-order cosine function to remove the limb dark-

ening. Next, we used a unsupervised learning method
called K-means (MacQueen 1967) to classify the whole

disk spectra in order to get the precise boundaries of

filaments. The following subsections explain the details

of each approach.

2.1. Spectral Classification for Filament Labeling

Our filament detection method is a supervised ma-

chine learning method, which means we need to provide

the data sets with filament labeled. Here we utilize the

CHASE full-disk Hα spectra to identify and label the

filament. It is difficult to identify filaments by spec-

tra manually since there are 118 wavelength points in

CHASE Hα profile. We employed K-Means algorithm

(MacQueen 1967), an unsupervised clustering algorithm

which has been widely applied in spectral classification

of solar physics (Viticchié & Sánchez Almeida 2011;

Panos et al. 2018; Asensio Ramos et al. 2023). It requires
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Figure 1. The flowchart of our data preparation, detection, and tracking methods. Solid arrows represent the flow of data
processing, while dashed arrows denote data connections between different stages of the processing.

the initial setting of the number of clusters, denoted as k.

Subsequently, it will assign k centroids (µ1, µ2, · · · , µk)

and divide the data into k clusters (S1, S2, · · · , Sk) based

on the distance to the centroids. Then, it continually

updates the centroids and clusters to minimize the intr-

acluster distance by solving following equation:

arg min
µ

k∑
i=1

∑
xj∈Si

∥xj − µi∥, (1)

where x is the contrast of the spectral intensities of each

pixel with the average spectral intensity I/Iavg.

The K-means method is very sensitive to the uneven

radiation intensity distribution across the solar disk,

which is adversely affecting spectral classification for la-

beling filaments. We use a second-order cosine function

(Pierce & Slaughter 1977) to remove the limb darkening:

I∗λ(R) = aλ + bλ ∗ cosθ + cλ ∗ cos2θ, (2)

where I∗λ(R) is the mean observed radiation intensity

at the radius R in wavelength λ, RS is the radius of

the Sun, cosθ =
√

1 − (R/Rs)2 and aλ, bλ, cλ are the

parameters to be fitted. We used the radiation intensity

along the solar equator as the fitting data and applied

a least-squares fit to minimize the deviation rate. The

radiation intensity along the solar equator is selected

since there are few activities and it is longer enough to

fit the whole disk. For each wavelength λ of the Hα

profile, we need find the best aλ, bλ, cλ to minimize the

following equation:∑
pi∈eq

| Iλ(pi) − I∗λ(R(pi)) | /I∗λ(R(pi)), (3)

where I∗λ(pi) is the observed radiation intensity at point

pi of the equator and R(pi) is the radius at pi. We

limited the fitting to 880 pixels (about 0.95Rs) since

the pixels alone the edge may vary with the observation.

Figure 2(a) and (b) give an example to show the Hα line

center image before and after limb-darkening removal,

respectively.

After a series of trial and error we set the k = 30,

i.e., the K-Means algorithm automated categorizes the

spectra into 30 classes, in which they belong to sunspot,

plage, filament and so on. Then we manually select the

class that most closely matches the filament as the out-

put label candidate. As shown in Figure 2(c) and (d),

the K-Means spectral classification could effectively seg-

ment filaments from the solar disk. However, small chro-

mospheric fibers can not be removed since they are also

cold material and have similar Hα spectral profiles to the

filaments. Here, we set a area threshold of 64 pixels (

about 69 arcsec2) to sieve the chromospheric fibers. We

can also find that the filament classified by K-Means

are more mottled with holes as shown in Figure 2(d).

We adopt the morphological close operation with round
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(a) (b)

(c) (d)

(e) (f)

Figure 2. An observation obtained on 2023 January 19 as
an example to show the schematic of data preparation. (a)
The original Hα line center image. (b) The image after limb-
darkening removal. (c) The K-Means spectral classification
of filament candidates with yellow contours. (d) An enlarged
part of (c). (e) and (f) is similar to (c) and (d), but is the
final labeled filament after area filtering and morphological
close operation.

structure element (radius is 5 pixel) to fill these holes.

Figure 2(e) and (f) show the results after adjustment.

Then the labeled data are used for model training. In

addition, we found that the data with morphological

close operation can improve the ability of U-Net model

to distinguish the sunspot and filament. It is because

the input of U-Net model is the normalized Hα line cen-

ter images, which can not distinguish the sunspot and

filament only by intensity since they have similar dark

appearance.

2.2. Data arrangement for model training

We collected 120 sets of Hα spectral observation from

CHASE and constructed our labeled dataset by apply-

ing the approaches mentioned above. The data span

from December 2022 to July 2023, with a time interval of

about 2 days. In a supervised machine learning method,

the data usually are divided into training, validation,

and testing set, respectively. The validation set was uti-

lized during the training phase to choose models, which

can prevent overfitting on the training set. The testing

set was employed to assess the performance of trained

models. Therefore, these 120 sets are divided into 20

groups, the third and the sixth sets in each group are

chosen as the validation and testing sets, respectively,

while the others are chosen as the training set, with the

ratio being about 1 : 1 : 4. In this way, we can ensured

a evenly distribution in our data sets so that the trained

model could be robust and increase its generalization

performance.

The data augmentation technique is usually applied

to enlarge the dataset by flipping and rotating transfor-

mations since the convolution kernel does not have rota-

tional symmetry and axis-symmetry, which can reduce

the risk of overfitting (Miko lajczyk & Grochowski 2018).

Here, we also adopt data augmentation during the train-

ing process to enhance the robustness of our model. In

each training iteration, the data are randomly applied

transformations, including vertical flipping (with a 50%

probability) and rotation with a angle within [−45◦, 45◦]

(with an 80% probability).

3. FILAMENT DETECTION

Recently, CNNs are adopt to automated detect fila-

ment, and it have been proven to have a high perfor-

mance (Zhu et al. 2019; Liu et al. 2021; Guo et al. 2022;

Zhang et al. 2023). Here we employ the U-Net (Ron-

neberger et al. 2015) architecture, a kind of CNN ar-

chitecture, to implement filament detection in our work.

Figure 1 gives the flowchart of the detection method.

Compared to using Hα spectral data as the input of K-

means method during the preprocessing steps, we only

adopt the Hα line center image as the input of U-Net

model. Note that the input images are normalized by

dividing its mean intensity instead of the maximum in-

tensity since the errors arising from variations in obser-

vation times, especially during the flaring time.

3.1. U-Net architecture for filament detection

The U-Net model derives its name from its U-shaped

architecture, as shown in Figure 3. Upon receiving im-

age inputs, it initiates an encoding process to progres-

sively extract high-level semantic information while re-

ducing the image dimensions, as shown in left part of

Figure 3. Following this, the decoding process recon-

structs the feature maps to the original image size (right

part of the U-shaped architecture), delivering detailed

pixel-to-pixel level prediction results.
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Figure 3. Schematic representation of our U-Net model. The model takes Hα line-center images as input and produces a
binary image of the same size as output. The cubes represent feature maps, where the dimension of each map is indicated on
its left, and the number of channels is indicated above it. Operations for each channel are represented by arrows with different
colors.

In our model, the encoding and decoding parts each

has four blocks, which are repeating patterns of layers.

During the encoding process, each block has two 3 × 3

convolution layers, followed by a 2×2 max-pooling layer,

as indicated by the blue, red, and black arrows in the

left side of Figure 3. A convolution layer works as a

feature detector to get the feature maps. As the lay-

ers of the neural network go deeper, the number of the

output channels gets larger, which can regard as the fea-

ture numbers increasing. Max-pooling layers output a

feature map containing the most prominent features of

the previous feature map, which play a critical role in

compressing the size of feature maps while preserving

important features and relationships in the input im-

ages. For example, the input is an image with 1 chan-

nel and dimension size of 2048 × 2048, the output after

the first block becomes a feature map with 64 chan-

nels and dimension size of 1024 × 1024, as shown in

Figure 3. The feature maps from the convolution layer

passes on to activation functions to make the network

adapt to nonlinear features from the previous layers. We

use LeakyReLU and Sigmoid functions as our activation

functions, which are defined as:

LeakyReLUα(x) =

{
αx, x < 0

x, x ≥ 0
; (4)

Sigmoid(x) = 1/(1 + e−x), (5)

where α is a hyperparameter and set to 0.01 in our

model. The Sigmoid function is only applied in the out-

put layer of the model to transform the output into the

range between 0 and 1 for binary classification, enabling

the distinction between targets, i.e., filaments and the

background.

In the decoding process, the feature and spatial infor-

mation through a series of transpose convolutions return

to the original image dimension. Transpose convolu-

tion, often referred to as deconvolution or up-sampling,

involves the introduction of zero values through interpo-

lation in the image, followed by a convolution operation,

allowing for effective image magnification. After this

block, the output feature map size are 4 times larger,

from 128× 128 to 256× 256, 256× 256 to 512× 512 and

so on, as indicated by Figure 3. Copy and crop, or skip

connections, indicated by the gray arrows in Figure 3,

entails the concatenation of semantic information de-

rived from the encoding process with the corresponding

feature maps during the decoding process. This opera-

tion facilitates the transmission of augmented semantic

information, thereby bolstering the segmentation per-

formance of the model.

Loss functions play an important role in machine

learning. They define an objective by which the per-

formance of the model is evaluated. The parameters

learned by the model are determined by minimizing a

chosen loss function. In other words, loss functions are

a measurement of how good our model is at segmenting

the filaments. We utilize the Focal Loss function (Lin

et al. 2017), a well-established choice in binary classifi-

cation scenarios:

FocalLossγ,w(y, ŷ) =
∑

−wy(1 − ŷ)γ ln ŷ
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−(1 − y)ŷγ ln(1 − ŷ), (6)

where y represents the values in the label, and ŷ is the

probability values output by the model. γ is a hyperpa-

rameter for reducing the relative loss for well-classified

examples, putting more focus on hard, misclassified ex-

amples, i.e., filament regions. w stands for the weight

of filament regions. Focal Loss proves beneficial in ad-

dressing the challenges posed by imbalanced distribu-

tion of positive and negative samples, corresponding to

the scenario where the filament regions are much smaller

than the non-filament regions. The training of the U-Net

model involves the iterative adjustment of the weights of

various convolution kernels within the convolution lay-

ers to minimize the Focal Loss by the optimizer, which

we choose ADAM optimizer (Kingma & Ba 2014) in our

model. A dropout layer is a regularization technique em-

ployed during model training to stochastically zero out

a subset of weights, which can mitigate overfitting in the

model. We also adapt dropout layers in our model. The

detailed parameter settings are list in Table 1.

Table 1. Parameters of Our U-Net Model.

Convolution Kernels See Figure 3

Active functions See Figure 3

Optimizer ADAM

Epochs 500

Batchsize 1

Learning rate 1.0×10−5

α in LeakyReLU 0.1

Dropout rate 0.2

w in Focal Loss 2

γ in Focal Loss 4

3.2. Performance of detection

The precision P and recall ratio R are common se-

mantic segmentation evaluation strategy which we also

adopt in our model evaluation. These two metrics are

defined as:

P =
TP

TP + FP
, (7)

R =
TP

TP + FN
, (8)

where TP, FP, and FN denote the true positive, false

positive, and false negative measurements, respectively.

In addition, the intersection over union (IoU) is often

used to evaluate the performance of a model (Rezatofighi

et al. 2019), which is defined as:

IoU =
TP

TP + FP + FN
=

R ∗ P
R + P −R ∗ P

. (9)

In practical, the IoU over 60% is a good enough score.

The average precision and recall ratios of the training,

validation, and testing are listed in Table 2. The pre-

cision, recall, and IoU ratios of each data file are also

plotted in Figure 5. These results indicated our model

is a viable strategy for solar filament recognition.

Table 2. Performance of Our U-Net Model.

IoU Precision Recall

Training set 0.69 0.79 0.85

Validation set 0.67 0.78 0.84

Testing set 0.67 0.79 0.83

(a) (b)

Figure 4. The detected results by our U-Net model. (a)
The detected filaments with blue contours are plotted above
the original Hα line center images. (b) A enlarged part of (a),
where the ground-truth indicated by the yellow contours.

4. FILAMENT FEATURE EXTRACTION

After the filament detection, we can obtain the ba-

sic morphological features such as filament location and

area. These morphological features are not enough for

the analysis of the evolution and eruption of filaments, so

we apply the cloud model to invert line-of-sight (LOS)

velocities of filaments and employed the graph theory

algorithm to extract the filament spines, which are ex-

plained in following two subsections.

4.1. LOS velocity inversion of filaments

The dynamic evolution of filaments has consistently

been a key issue in the study of filament (Chen et al.

2020). CHASE provides the full-disk Hα spectral data,

which bring us a chance to extract the dynamic informa-

tion of filaments. We applied the cloud model (Beckers

1964) to fit the Hα spectra of filaments in order to de-

rive its LOS velocities. The contrast function of cloud

model refers to:

C(λ) =
I0(λ) − I(λ)

I0(λ)
= (1 − S

I0(λ)
)(1 − e(−τ)), (10)
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Figure 5. The performance of our U-Net model. (a), (b),
and (c) show the precision, recall, and IoU ratios of the sam-
ples in the training, validation, and testing set, respectively.

where τ = τ0e
−(λ−λ0−vλ0/c)

2/w2

, I represents the

spectral profile of the filament region, I0 corresponds to

the quiet region, λ0 is the line center wavelength, and c

is the light speed. The parameters to be fitted include

the LOS velocity of the cloud v, optical depth τ0, source

function S, and Doppler width w.

The cloud model inversion is applied to derive the

spectral profiles of each individual filament. As shown

in Figure 6(a), the blue contour represents the filament

detected by our U-Net model. The red contour repre-

sents the extension of the blue one by 10 pixels. The

average spectrum between the red and green contours is

extracted as I0. we determine the line center wavelength

λ0 by using the moment method (Yu et al. 2020). Then,

the contrast profile of the spectrum in blue contour is

applied by a least-squares fitting, providing the inver-

sion result of the spectral profile. Figure 6(b) presents

the inversion result of LOS velocity distribution of the

entire filament region.

4.2. Filament spine extraction

Filament spine defines the skeleton of a filament along

its full length, with several extend barbs. In order to

derive the filament spine, many authors employed iter-

ations of the morphological thinning and spur removal

operations (Fuller et al. 2005; Qu et al. 2005; Hao et al.

2013). However, after iterated spur removal operations

the spines often become shorter than the original ones.

Bernasconi et al. (2005) used the Euclidean distance

method to overcome the shortcoming by morphological

spur operation. Yuan et al. (2011) and Hao et al. (2015,

2016) used the algorithm based on the graph theory by

calculating the paths from end to end points of filament

skeleton in pixels, where the longest path is kept as the

spine. This method is also employed in our work.

Following the acquisition of the LOS velocity field dis-

tribution of filaments, we want to systematically analyze

the evaluations of various filaments. However, different

filaments have different length, we need compare them

in a standardized manner. Thus, we straighten and nor-

malize the filaments along their spines. This approach

can help to uncover unified patterns in the dynamical

evolution of various kind of filaments. After extracting

the spine of the filament, we could obtain the distribu-

tion of the coordinates {(xi, yi)}ni=1 of points along the

spine with respect to the distance set {li}ni=1, where n is

the number of pixels along the spine. Subsequently, we

perform spline interpolation then obtain the parametric

equation of the main spine:{
x = X(l),

y = Y (l).
(11)

Then, we differentiate the parametric equations and

apply Gaussian filter (with σ = 5) for smoothing.

With the tangent equation (x′, y′) = (dX/dl,dY/dl), we

can obtain the corresponding normal equation (y′,−x′).

Subsequently, we shift each point on the major axis in

the direction perpendicular to the normal by the size

of 2Sf/Lf , where Sf is the filament area and Lf is the

spine length, respectively. This process can straighten

filaments along their spines according to their irregu-

lar shapes. Figure 6 gives an example of our process.

The yellow and orange curves shows the derived filament

skeleton and spine in Figure 6(c) and (d), respectively.

Figure 6(e) shows the straightened filament, which also

effectively preserves the morphological characteristics of

filaments, such as brab structures.

Moreover, the straightening approach enables a quan-

titative study of the distribution of physical information

along and perpendicular to the spine. As shown in Fig-

ure 6(f) and (g), the LOS velocity distribution along

and perpendicular to its spine. Note that the majority

of filaments exhibit a rhombic or elliptical LOS veloc-

ity distribution, suggesting that the locations with the

maximum LOS velocity in filaments are typically near

the spine.

5. FILAMENT TRACKING

Automated filament tracking assumes a pivotal role

in statistical analysis of filament evolution. Hao et al.

(2013) considered the detected filament locations, areas,
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Figure 6. A detected filament of the CHASE observation obtained on 2023 April 25 as an example to show the schematic of
filament feature extraction. (a) The detected filament with blue contour, between the red and blue contours are the region set as
the quiet region for LOS velocity inversion. (b) The LOS velocity distribution of the filament. (c) The filament skeleton marked
with yellow curve. (d) The filament spine marked with orange curve. (e) The straightened filament. (f) The corresponding LOS
velocity distribution of (e). (g) The scatter plot of LOS velocity perpendicular to the filament spine.

and the differential rotations to trace the daily filament

evolution. Bonnin et al. (2013) first retrieved the loca-

tion and morphology of filament main skeleton by the

filament automated recognition method by Fuller et al.

(2005), then applied a curve-matching algorithm to de-

termine the filaments in different frames whether they

are the same one. Actually, filament sometimes split into

several fragments or partially erupted, which represent

intricate and dynamic evolution (Shen et al. 2012; Liu

et al. 2012; Sun et al. 2023; Hou et al. 2023). Tracking

filament by extracting and parameterizing certain mor-

phological features, is only effective for relatively larger

filament and shorter time intervals. Here, we propose

the Channel and Spatial Reliability Tracking (CSRT)

algorithm without requiring additional feature extrac-

tion of transformation manually. The CSRT method is

proficient in tracking moving and deformable targets,

which is quite suitable for filament tracking.

5.1. Tracking method

The CSRT tracker is C++ implementation of the

CSR-DCF (Channel and Spatial Reliability of Discrim-

inative Correlation Filter) tracking algorithm (Lukežic

et al. 2017) in OpenCV library (Bradski 2000). The

tracked object is localized by summing the responses of

the learned correlation filters and weighted by the esti-

mated channel reliability scores. In other words, the

CSRT tracker distinguish the target and background

based on adjusting the weights of different channels, e.g.,

10 HoGs (histogram of oriented gradients) channels and

intensity channel for grayscale-images. After that, the
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Figure 7. An example for explaining our filament tracking method. (a) The previous frame Hα line center images observed
at 2023 September 16 04:16 UT. The orange, blue, and yellow boxes with ID numbers indicate the tracking results in different
steps. (b) Similar to (a), but without the background image. The black regions are the detected filaments by our U-Net model.
(c) The tracking results of the subsequent frame observed at 2023 September 16 05:51 UT by the CSRT tracker. (d) The results
of the subsequent frame after the initialized step. Each red box represent a merged filament. (e) The final results after update
step of the subsequent frame. (f) Similar to (e), but with Hα line center images as its background.

target is localized by the probability map and its re-

gion is updated. Furthermore, Farhodov et al. (2019)

integrated the region-based CNN pre-trained object de-

tection model and the CSRT tracker, and got better

tracking results since the detection model has already

separated the traget and the background. Therefore,

we integrate the U-Net model and the CSRT algorithm,

i.e., the filaments detected by the U-Net model are used

as inputs of the CSRT tracker.

The third part of Figure 1 shows our tracking pro-

cessing scheme, which consists of two part, i.e., the ini-

tialization step and the update step. During the ini-

tialization step, we need to set a series of boxes which

contain the detected filaments in each frame since the

input of the CSRT tracker is an image with targets with

bounding boxes. A simple way is using the minimum

boundary boxes of the detected filaments directly as the

input. However, filament sometimes may split as several

fragments, or several fragments may merge into one fila-

ment. We adopt a distance criterion of 50 pixels (about

52′′) to combine filament fragments and a area criterion

of 200 pixels (about 216 arcsec2) to filter relative small

filament fragments. These operation can enhance the

stability and accuracy of the CSRT tracker. Figure 7

shows two frames of Hα line center images observed at

04:16 UT and 05:51 UT on 2023 September 16 as the

previous and subsequent frames, respectively. The or-

ange boxes in Figure 7(a) and (b) are the results af-

ter the initialization step, where each box indicates the

merged single filament. The previous frame has been

marked with a unique tracking ID, as shown by the num-

bers above the boxes in Figure 7(a) and (b). Then the

CSRT tracker tracks the subsequent frame and output

the tracked filaments based on the previous tracking IDs.

Figure 7(c) shows the tracked filament indicated by the

blue boxes, which have the same tracking IDs as that in

previous frame in Figure 7(b).
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Figure 8. An example showing the tracking results. (a) The first frame of Hα line center image. The orange boxes with
numbers indicate the tracking results. (b–p) A series of filament tracking results. Each panel has the same field-of-view as
the blue box in (a), and the top sub-panel is the Hα line center image and the bottom one is the corresponding LOS velocity
distribution.

However, in addition to the fragmentation of fila-

ments, it is possible that the filament maybe disappear

after eruption as well as the formation of a new filament.

Therefore, in the update step, we adopt the IoU ratio to

compare the tracking result of CSRT tracker with the

results of the subsequent frame after initialization step.

If the filament (merged boundary boxes) of the subse-

quent frame after initialization step has the largest IoU

with a certain tracked filament by the CSRT tracker, it

will be set the same tracking ID; if the IoU is empty,

i.e., there is no corresponding filament, it will be set a

new ID. In this way, the update step is finished and the

result will be input to CSRT tracker again for tracking

the next subsequent frame until all frames are tracked.

The red boxes in Figure 7(d) are the results after the

initialization step, which has no IDs yet. After the up-
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date step, the red boxes in Figure 7(d) and blue boxes

Figure 7(c) are compared by their IoU ratios and finally

output the tracking results indicated by the yellow boxes

in Figure 7(e) and (f). The update step can effectively

handle with the situation of the eruption of a filament.

We extracted a filament with ID No.12 within field-of-

view of the blue box in Figure 8(a) as an example. We

can see its dynamic evolution and eruption from Fig-

ure 8(b) to (p) at different time, and finally disappeared

after eruption in Figure 8(q).

5.2. Performance of tracking
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Figure 9. The performance of our tracking method. Each
blue dot represents a single filament tracking accuracy. The
red triangles represent the average accuracy of each group.

We selected 10 groups of CHASE observation for test-

ing the tracking performance. Each group is the first

day of a month and has about 15 frames of Hα line cen-

ter images with time interval about one hour. If the

filament are tracked by our tracking method in more

than 3 frames, it will be counted for the tracking accu-

racy testing. If the tracking ID changed but the ground-

truth is the same filament, it would be regarded as false

tracking. The testing results are plotted in Figure 9 and

summarized in Table 3. The average tracking accuracy

is 81.7%, which confirm the good performance of our

tracking method.

6. DISCUSSION AND CONCLUSION

Based on the characteristics of CHASE observations,

we have developed an efficient automated method for

detecting, tracking and analyzing filaments1. Instead

1 The code of our detection, tracking, and analysis meth-
ods are available on GitHub (https://github.com/ZZsolar/
filament-detection-and-tracking.git and the data are available in
Solar Science Data Center of Nanjing University (https://ssdc.
nju.edu.cn/NdchaseSatellite). The code and data have also been
deposited to Zenodo under a Creative Commons Attribution li-
cense: doi:10.5281/zenodo.10598419.

of manually annotating filaments, we use the K-Means

method as our spectral classification tool combined with

morphological open operation to obtain the labeled fil-

ament, which guarantees the consistence and accuracy

of labelling. Then these labeled data are adopt to train

the U-Net model, and the good performance demon-

strates that our method is a viable strategy for solar

filament detection. It is note that the K-means method

can also be adopted for filament detection. We adopt

U-net model for filament detection instead of K-means

method due to two main reasons. First, the K-means

method is very sensitive to the uneven radiation inten-

sity distribution across the solar disk, which is adversely

affecting spectral classification for labeling filaments. It

means that we have to remove the limb darkening firstly.

Further more, for each file, we should select the class

of the filament manually, i.e., the K-means algorithm

need additional manual assistant. So if we use K-means

method for detecting, our whole detection module would

be semi-automated. Second, compared to using Hα

spectral data as the input of K-means method during

the preprocessing steps, we only adopt the original Hα

line center image as the input of U-Net model. In our

test, the data processing and spectral classification of a

Hα spectral file by K-means method takes several min-

utes, while the detection by the U-Net model takes less

than one second. It greatly minimizes the time con-

sumption of filament detection.

After the filament recognition, besides getting the or-

dinary morphological features such as filament area and

location, we apply the graph theory to extract the fil-

ament spine, and use the cloud model to inverse the

LOS velocity distribution of the filament region. In a

follow-up work, we will implement our filament feature

extraction and analysis methods to do a statistical study

on filament features, not only on their morphological

features, but also on the dynamic evolution, which are

valuable for a better understanding of the physical mech-

anisms of filaments. We also integrate the U-Net model

and the CSRT algorithm to track the evolution of fila-

ments, the test results show that our tracking method

can track filaments efficiently regardless of whether they

are experiencing motions, deformations, breaking, and

eruptions.

Although our method is performed well, we also found

some limitations in our work during the experiment.

First, sometimes the K-Means spectral classification

cannot figure out relative small filaments which are sur-

rounded by plages, as indicated in Figure 2(c) and (d).

These filaments can not be separated using intensity

thresholds in Hα line center images. The reason may

be that the K-Means algorithm only considers the dis-

https://github.com/ZZsolar/filament-detection-and-tracking.git
https://github.com/ZZsolar/filament-detection-and-tracking.git
https://ssdc.nju.edu.cn/NdchaseSatellite
https://ssdc.nju.edu.cn/NdchaseSatellite
https://doi.org/10.5281/zenodo.10598419
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Table 3. Performance of our tracking method.

Group number 1 2 3 4 5 6 7 8 9 10

Filament numbers 15 14 19 12 18 17 20 13 22 21

Average accuracy 0.81 0.83 0.81 0.98 0.80 0.74 0.82 0.81 0.78 0.80

tances between different classes, while it does not ac-

count for the weights of factors such as line depth and

line width. Some other unsupervised pre-classification

models would be considered as the pre-labeling method

to take account of more information of Hα spectra. Sec-

ond, our detection method based on the U-Net archi-

tecture, which has an excellent performance in seman-

tic segmentation, cannot handle the problem of fila-

ment fragments very well (if the fragments belong to

one filament without connection with each other). This

problem can affect the tracking accuracy since the fila-

ments detected by the U-Net model are used as inputs

of the CSRT tracker. For example, if the first frame

misidentifies the filament with several fragments, the fol-

lowing tracking procedure can only treat the fragments

as separate filaments. The possible ways to solve this

problem require to add more information in the labeled

data and one more neural networks to merge the frag-

ments belonging to one filament, or adopt the instance-

segmentation model like that of Guo et al. (2022) to

solve the fragment problems.

In summary, we have developed an efficient automated

method for filament detection and tracking. We utilized

the U-Net model to identify filaments and implemented

the Channel and Spatial Reliability Tracking (CSRT)

algorithm for automated filament tracking. In addition,

we used the cloud model to invert the LOS velocity of

filament and employed the graph theory algorithm to

extract the filament spine, which can promote under-

standing the dynamics of filaments. The test favorable

performance confirms the validity of our method, which

will be implemented in the following statistical analy-

ses of filament features and dynamics based on CHASE

observations.
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